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A polyhedral space is a Banach space whose unit ball is the convex hull
of a finite set [24]. A polyhedral space X can be considered as /Rn endowed
with a polyhedral norm HI; i.e, there exist E I , •••, ErnE W such that [24]

Ilzll = max E;z
I :::':;i~m

for z E [Rn,

where the superscript "T" denotes the transpose of column vectors.
For example, the II-norm Ilzlll:= L7~ I Iz,1 and the Ix -norm Ilzll y, :=
max 1 <; i <; n Iz;1 are polyhedral norms. For two vectors x and y, x:::; y means
that x,:::; y; for all indices i. We use x + to denote the vector whose ith
component is max{x;, O}.

Let B be an r x n matrix, C E IW, and K:= {x E IR n
: Bx:::; c} a convex

polyhedral subset of [R". There is a best approximation problem associated
with the set K. Namely, for any point z, we can ask for a best approxima
tion to z in K. This leads us to define the distance from z to K by writing

d(z, K):= min{ liz -xii: XE K} for z E /Rn (2)

and to define the metric projection PK from X to K by the equation

PK(z):= {xEK: liz-xii =d(z, K)}.

Our objective is to derive the Lipschitz continuity and the Hausdorff strong
uniqueness of PK . For this purpose, we use the following theorem of
A. 1. Hoffman [II] on approximate solutions of linear systems.
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HOFFMAN'S THEOREM. Let A he k x n matrix. Then there exists a
constant }' > 0, depending only on A, such that, if bE IRk and {y E 1R" :
Ay ~ h} 01- 0, then

min{ Ilx - yllxo : Ay ~ h} ~ f' ·11(Ax - h)+ II"" for x E IR". (3)

Remark. There are many papers on estimation of }' in (3) for various
norms, for example, [30,20,7,23,3, 17, 18]. Hoffman's theorem is essen
tial in the convergence analysis of certain descent algorithms for linearly
constrained optimization problems [12, 13, 19].

THEOREM 1. The metric projection PK is uniformly Hausdorff strongly
unique and consequently Lipschitz continuous; i.e., there exists a positive
constant fl, depending only on B and X, such that

Ilz-xll~d(z,K)+fl·d(x,PK(z)) for xEK,ZEX, (4)

and consequently

H(PK(w), PK(z)) :=max{ max d(y, PK(z)), max d(x, PK(w))}
yE p.dw) \-E PK(::)

2
~Ii '1Iw-zll for w, ZE X. (5 )

Proof By (1), we have

PK(z)= {YEIR": By~c, E;(::-y)~d(::,K), for 1~i~m}.

Let x E K. Then Bx ~ c and E ;(:: - x) ~ II:: - xii. By applying Hoffman's
Theorem to P K (::) which is a polyhedron, we obtain

min{llx-yL :YEPK(Z)}~}" max I(EJ(::-x)-d(z,K))+1
I ~;~'"

~}" (II:: - xii - d(z, K)),

where y > °depends only on Band E 1 , ... , EII/' Since any two norms on IR II

are equivalent, there exist fl> 0, depending only on B and X, such that

II::-xll ~d(::, K)+fl·d(x, Pd::)) for x E K, :: E IRII.

Now we can use Cheney's argument (d. page 82 of [5]) to prove (5). For
x E PK ( lA' ) c K,

I 1
d(x, PK(z))~Ii'(llz-xll-d(z,K))~Ii'(II::-xll-d(w,K)+ Ilz-wll)

1 2
~ Ii' (2 II:: - wll + Ilw - xii - d(w, K)) = Ii ·llz - 11'11,
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where the first inequality is (4) and the next two follow from the triangle
inequality for distance. Similarly, for any yEPK(Z), dIy, PK(w)):(
(2//3) liz - wll. Thus, (5) holds. I

Remarks. Theorem 1 is a generalization of Theorem 2.1 in [9], where
K was assumed to be a subspace. A subspace K of X is called a Chebyshev
subspace if PK(X) is a singleton for every x E X. When X is ~n with the
I J: -norm and K is a Chebyshev subspace of X, Theorem 1 reduces to a
result of Cline [6] (a correct proof is given in [2]). In the case that X is
[R" with the II-norm and K is a subspace of X, Theorem 1 extends a result
by Angelos and Schmidt [1]. When PK(Z) is a singleton, (4) is due to
Jittorntrum and Osborn [14].

In order to recount the history and terminology related to (4), let us
consider the general minimization problem

fmin := min{f(x): x E K}, (6)

where f is a real-valued function on a subset K of a topological space X. Let

5:= {x E K :.f(x) =fmin} oF 0.

It sometimes happens that there exists a positive constant {j such that

f(x) -fm," ~ {j. d(x, 5) for XE K. (7)

For the moment, let us assume that X is the Banach space C( T) of
continuous real-valued functions on a compact Hausdorff space T, that K
is a finite-dimensional subspace of X, and that fIx) := max'E T Ig(t) - x(1)1
for some gE CIT). When K is a Haar subspace, (7) was proved by
Newman and Shapiro [25]. See also [4]. In this case, 5 is a singleton and
is said to be strongly unique by Newman and Shapiro. Since then, there
have been many papers devoted to the study of strong uniqueness of best
approximations. The main wpics include estimates of the minimum /3 in (7)
(which is called the strong unicity constant), representations of the strong
unicity constant, the dependency of the strong unicity constant on g, T, K,
characterizations of when (7) holds, relationships between the strong
unicity constant and the Lipschitz constant, etc. A complete list of references
is too long to include here. When K is not a Haar subspace, 5 has in
general more than one element. In this case, (7) is referred to as Hausdorff
strong uniqueness of PK(g) [15]. (Note that S=PK(g) here.) This was
used in studying characterizations of lower semicontinuity of P K (g) with
respect to g. As seen from the proof of Theorem I, the Hausdorff strong
uniqueness provides a natural technique for establishing the Lipschitz
continuity of metric projections in a normed linear space (cf. also [28,9]).
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Now let us assume that X = !R", that K is a polyhedral subset of !R", and
that f is a linear functional. Then (6) leads to a linear programming
problem. For this case, Mangasarian and Meyer [22] established (7). (As
a matter of fact, (4) can also be derived from Mangasarian and Meyer's
result, since (2) can be reformulated as a linear program [26,16].) But
they did not attach any terminology to (7). Meanwhile, in deriving (4) for
a singleton PK(z), Jittorntrum and Osborne [14,26] proved (7) for a
singleton S. They defined S to be strongly unique if S is a singleton and (7)
holds [14, 26].

The terminology "sharp minimum" was coined by Polyak [29]. The
general minimization problem (6) is said to have a sharp minimum if Sis
a singleton and (7) holds [29]. In a recent paper on the finite termination
of the proximal point algorithm, Ferris [10] used the same terminology
even if S is not a singleton. However, Mangasarian [21] prefers to say that
(6) has a weak sharp minimum if (7) holds. The concept of strong unique
ness or sharp minimum is also essential in convergence analysis of some
algorithms for solving optimization problems [8,22, 14,26,29,27, 10].

Even though there is no standard terminology to describe (7), the impor
tance of the strong uniqueness or the sharp minimum in applications is
obvious.
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